
Prostorska in krajinska 
arheologija-Vaje

Opisna statistika







Število Opeka Keramika Kamni Teža

53 34 13 5 2347

Table 
(Tabela) Fields,Attributes, Columns 

(Polja, Atributi, Stolpci)

Record, 
Row

 (Zapis)



referees that it is appropriate to devote disproportionately large proportions of their
volumes to the presentation of Neolithic figurines. It is a rhetoric of essentialism; figurines
just are important. The figurine rhetoric convinces us of the primacy of their study and,
more worryingly, makes us believe that there is no need either for explicit justifications
of their scholarly importance or for proof of figurines’ value to reconstructions of pre-
historic life. The implicit assumption is that figurines are essential components of life
(both Neolithic and modern archaeo-academic). Figurine essentialism is damaging; it
has restricted the intellectual breadth of research and conditioned many scholars to accept
figurines as an easy and simple category of material culture.

Empirical solutions

Within figurine essentialism, some analysts have reacted against undefended acceptance
of unsupported, anecdotal interpretations. Turning away from implicit reasoning and
unverifiable conclusion, they place a premium on scientific examination, description 
and measurement (e.g., Podborský 1983, 1985). Increasingly common in final excavation
reports, these analyses contain abundant data: lists of measurements, descriptions of
colours (Munsell codes are mandatory), fabric identification, bibliographic references,
photographs and often redundant line-drawings. A good example is Milojković’s chapter
analysing the figurines from the late Neolithic, Vinča culture site of Opovo (Milojković
1990); every figurine is described with full descriptive and excavation information.
Another example is Vajsov’s work on Hamangia figurines from northern Bulgaria 
and southern Romania (Vajsov 1992b) (fig. 1.2); multiple measurements of body parts
are proposed as a key, though it is not clear what door such a key will unlock. Milojković
and Vajsov’s intentions are honest and well-intentioned: the inclusive presentation 
of information that openly provides the scholarly community with as much data as 
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Figure 1.2 Method proposed by Ivan Vajsov for analysing Hamangia figurines (after Vajsov 
1992b)



Kakšne vrednosti?

Numerične : Kategoričnie
1, 2.512     : da/ne, rdeča/bela/rumena

Diskretne : Kontinuirane
1,2,3,4,5 : 2.56, 3.87,1298



Kaj naredimo s številkami?

Statistika.

Deskriptivna Sklepna (Inferenčna)



Deskriptivna statistika
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“Povprečje”

Aritmetična sredina

Mediana

Modus



{1,2,5,7,4,3,2} {1,2,2,3,4,5,7}

Mediana

3

{1,2,5,7,4,3,2,1} {1,1,2,2,3,4,5,7} 2.5



Kvartili

Q1

Q2

Q3

spodnjih 25% podatkov, 25. percentil
spodnjih 50% podatkov, 50. percentil, mediana
spodnjih 75% podatkov, 75. percentil

{6, 47, 49, 15, 42, 41, 7, 39, 43, 40, 36}

Q1=15
Q2=40
Q3=43

{6, 7, 15, 36, 39,  40, 41, 42, 43, 47, 49}



{1,2,5,7,4,3,2} {1,2,2,3,4,5,7}

Modus

2

{1,2,5,7,4,3,2,1} {1,1,2,2,3,4,5,7} 1,2

bimodalna



Aritmetična sredina (x)

{1,2,5,7,4,3,2,1} 3.125

 
Reference:  Moore DS, McCabe GP & Craig BA.  Introduction to the Basic Practice of Statistics.  New York:  W.H. Freeman & Co, 5th edition. 

STATISTICS FORMULAS 

DESCRIPTIVE STATISTICS: 

MEAN:   

VARIANCE:   

STANDARD DEVIATION:    

STANDARD ERROR:    

Z-SCORE:   

REGRESSION LINES: 

For a data set , where ( ) are the centroids (means) 
of the data set,  and  is the correlation coefficient: 

LEAST-SQUARES REGRESSION LINE:  +  

RESIDUALS:    

SSM     SSE     SST = SSM+SSE 

COEFFICIENT OF DETERMINATION:  r2 =    

CORRELATION COEFFICIENT:   r =  

SLOPE:      

INTERCEPT:   

VARIANCE:     ST DEV:  

STANDARD ERROR b1:  SEb1 =   

STANDARD ERROR bo: SEb0 =     

CONFIDENCE LEVEL FOR THE INTERCEPT :  t*SEb0 

CONFIDENCE LEVEL FOR THE SLOPE:   :  t*SEb1 

PREDICTION INTERVAL:   

 

 

 

 

HYPOTHESIS TESTING – MEANS: 

STANDARD ERROR:     

MARGIN OF ERROR:  m =  or m =  

CONFIDENCE INTERVAL:  C.I. =  

SAMPLE SIZE FOR A GIVEN m:   

ONE SAMPLE   Z-TEST:   T-TEST:   

TWO SAMPLE Z-TEST:   

TWO SAMPLE T-TEST:   

PROPORTION:  , where X= number of successes 

STANDARD ERROR:   

MARGIN OF ERROR:  m =  

Z-TEST, ONE-SAMPLE PROPORTION:   

STD ERR, 2-SAMP PROP:     

 MARGIN OF ERR, 2-SAMP PROP:   m =  

PLUS FOUR PROPORTIONS:   

EST DIFF BTWN PROPS:   

STD DEV:   

POOLED PROPORTION:   

POOLED STD ERR:   

TWO SAMPLE Z-SCORE:   

 

  



{1,2,5,7,4,3,2,1,1}

Mediana x

3.1253

{1,2,5,7,4,3,2,1,100} 3 13.88888



Variabilnost

Obseg

Varianca

Standardna deviacija

Relativna varianca



{1,2,5,7,4,3,2,1,1}

Obseg

1, 7

Medkvartilni obseg (IQR)

IQR=Q3-Q1 =3.5

{1,1,1,2,2,3,4,5,7}

Q1=1
Q3=4.5



Varianca  s2

{1,2,5,7,4,3,2,1,1} 4.41
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Standarda deviacija

{1,2,5,7,4,3,2,1,1} 2.101

Thus, the mean of the set {a1, a2, · · · , a
n

} is given by

µ =
a1 + a2 + · · · + a

n

n
(1.1)

The mean is sensitive to any change in value, unlike the median and mode,
where a change to an extreme (in the case of a median) or uncommon (in the
case of a mode) value usually has no e↵ect.

One disadvantage of the mean is that a small number of extreme values can
distort its value. For example, the mean of the set {1, 1, 1, 2, 2, 3, 3, 3, 200} is
24, even though almost all of the members were very small. A variation called
the trimmed mean, where the smallest and largest quarters of the values are
removed before the mean is taken, can solve this problem.

1.3 Variability

Definition 4: range.
The range is the di↵erence between the largest and smallest values
of a set.

The range of a set is simple to calculate, but is not very useful because it depends
on the extreme values, which may be distorted. An alternative form, similar
to the trimmed mean, is the interquartile range, or IQR, which is the range of
the set with the smallest and largest quarters removed. If Q1 and Q3 are the
medians of the lower and upper halves of a data set (the values that split the
data into quarters, if you will), then the IQR is simply Q3�Q1.

The IQR is useful for determining outliers, or extreme values, such as the
element {200} of the set at the end of section 1.2. An outlier is said to be a
number more than 1.5 IQRs below Q1 or above Q3.

Definition 5: variance.
The variance is a measure of how items are dispersed about their
mean. The variance �2 of a whole population is given by the equation

�2 =
⌃(x� µ)2

n
=

⌃x2

n
� µ2 (1.2)

The variance s2 of a sample is calculated di↵erently:

s2 =
⌃(x� x)2

n� 1
=

⌃x2

n� 1
� (⌃x)2

n(n� 1)
(1.3)

Definition 6: standard deviation.
The standard deviation � (or s for a sample) is the square root of
the variance. (Thus, for a population, the standard deviation is the
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Histogram

 26 30 54 25 70 52 51 26 67 18 21 29 17 12 
18 35 30 36 36 21 24 18 10 43 28 15 26 27 14 
29 19 29 31 41 20 44 42 26 19 16 39 28 21 39 

29 20 21 24 17 13 15 15 16 28

10-20: 13
20-30: 19
30-40: 6
40-50: 4
50-60: 3
60-70: 2

“Predal” (Bin) Frekvenca
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Histogram s številkami (“Stem and leaf plot”)

 26 30 54 25 70 52 51 26 67 18 21 29 17 12 
18 35 30 36 36 21 24 18 10 43 28 15 26 27 14 
29 19 29 31 41 20 44 42 26 19 16 39 28 21 39 

29 20 21 24 17 13 15 15 16 28

  1 | 023455667788899
  2 | 001111445666678889999
  3 | 00156699
  4 | 1234
  5 | 124
  6 | 7
  7 | 0



Grafikon kvartilov (boxplot)
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min          0
q1            162
mediana   876
q3            2450
max         51546
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