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American options in a unidimensional model

The stock price process satisfies the following SDE:

d—St :Tdt—|—O'dBt
St

The value at time ¢ = 0 of an American Put option on the risky underlying, with
maturity T and payoff function ¢ (z) = (K — )4, is, in the connection with
Optimal Stopping Theory, given by:

v(0,80) = sup FEqg {e_TTw(ST) ]
T€To, T
where 70,7 is the set of all stopping times with values in [0, T'].

Since it is American, plain Monte Carlo simulation is not feasible.



Longstaff—-Schwartz Method

Idea : Approximation of Conditional Continuation values with regression
e Discrete time steps. Bermudan option.

e Monte Carlo simulation of the underlying asset during the lifetime of the

option.

e Larly exercise backwards in time: at each time steps comparison between
the exercise value and the continuation value computed using a

regression.

e discounting cashflows and averaging the paths.



Bermudan Options

- Exercise times tg =0 <t; < ... <ty =T

Priceint =0

Py = sup ]E{G_TT?,D(ST)}

T€To, T

Backward Dynamic Programming for P

P =9 (5ty)
Py = max (v (,,) . [0 P 5 ) 0 <N -

where

Py = P(t;,S,) = sup B[ Ty(8,)|F, ]

TEth,T



Optimal Stopping Time

Moreover

78 = min {tx > 0;¢ (St,) = Py}

Py =E [e—”c?‘ ¥ (Sr:) }

77 = min {ty > t;;9 (St,) = Pr}

P, =E |:6—7“(7‘;—tj)¢ (51;) ‘]:tj}



Backward Dynamic Programming for 7*

Ty =T
T; Z:tj]_Aj—l—T;_I_l]_AJQ OS]SN—l

where

Aj =9 () = By}

We can eliminate the dependency on P thanks to

" (Stj> > P, <= 1 (Stj) > E [e—r<tj+1—tj>pj+1 |]—"tj] —

v (i) 2 B[ TR Iy (s Y 1F IR

Therefore

o= (o (5) 2Bl (517,) 1] -

{¢ (Stj) > E[e_T(T;+1—tj)¢ (STerl) |Stj]}



So we use the backward procedure
Ty =T
7'; ::tj]-Aj+7_j>'k_|_11Aj‘? OS]SN—l

where
Aj = {w (Stj) > E[Q—T(Tﬁrl—tj)lp (ST;Jﬂ) ‘Stj] }
We can consider only in-the-money paths in the estimation

It is useless to compute
E[G_T(T;-Fl_tj)w (ST;H) ‘Stj}

when (Stj) = 0.



Longstaff—Schwartz Method

Compute 73
Py=E|c™ 00 (S) |

using the backward induction on the optimal stopping times.

Approximation of the conditional expectations

E[e—m;“—tj)w (ST;+1> \Stj]
using regressions
Let
R

We need compute

E{Yﬂstj]



The regression method

E {1/3 |Stjj|
can be expressed as ¢;(S;,), where ¢; minimizes

E[(v; - £(5,)" ]

among all functions f such that E [(]"(Stj))2 } < +00.

Since L? is a Hilbert space the conditional expectation can be represented as
a linear function of a total basis of L?

¢; = g



Algorithm in finite dimensional space

. Initialize 7y =T

. Define o/ = (oz{ ,1 <1 < k) as the vector wich minimizes

E [(e—mjﬂ—tj)w (SﬁH) _ (@j,g)(stj))2 }

J

(o, g) = Zlglgk a1 gp

. Define

T;-k ::tj]-Aj‘|‘7_j>'k_|_1]-AJC. OS]SN—l

Aj = {w (Stj) > (O‘j7g)(5tj)}



Empirical version

1. Initialize 7 =T

2. Define ozgw = (a‘lj, 1 <1 < k) as the vector wich minimizes
LIRS (e )y (S0 ) — (o )(sm))2
M i1 982

1<m<M

3. Define for each trajectory m

T i=t;1a4, +T;"_111A§ 0<j;j<N-—-1.

Ay = {w (S77) = (. 9)(ST) }

Estimator of the price is given by

Py = max | ¥ (xg), % Z e_TT{nw (Smm>

1<m<M



Remarks

- The minimization problem is standard least-squares approximation

problem.

- Choiche of Basis Functions (Canonical, Legendre, Laguerre).

— Canonical basis functions: ¢;(z) =1, g2(z) = x, g3(x) = 22,

gn(x) = 2"
— Laguerre basis functions: ¢;(z) = e~ go(x) = e‘”"2(1 — ),
gs(x) =™ (1 -2z + 332—2)7 gni1(z) = em 25 A2 (ame™™)
- We can restrict outself in the regression to trajectories such that

¥ (S1,) > 05
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Numerical example

American Put option on one asset
The maturity is T' = 3 years and the strike K = 1.1
r = 0.06. We have the discount factors e™" = 0.94176 and 2" = 0.88692

We need to compute at each time step ¢; = 1,2 the conditional
expectations

E[Yj\stj}a

where Y, = e—r(rﬁrl—tj)w (57311) is the discounted payoft.
We regress
Y;
on the canonical basis functions 1, S, S]2
| | | 2
min FE { [Y] — (o] + a3 S; + &%S]z)} }

J 3 J
a,Q, Q0
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Final Remarks

- We can use backward approach which uses Brownian bridge law
By =0 and By, ., =b. Then

ti ot
BthN( b, — (tj+1—tj)>-

L1t

- The Longstaff-Schwartz method is very useful with several underlying
assets.

- A rigorous proof of the convergence of the algorithm is given by Clement,
Lamberton, Protter (Finance and Stochastics 2002).
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